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Visible light positioning (VLP) is an emerging candidate for indoor positioning, which can simultaneously meet
the requirements for accuracy, cost, coverage area, and security. However, intercell interference caused by light
intensity superposition limits the application of VLP. In this Letter, we propose a united block sequence mapping
(UBSM)-based VLP that utilizes superposition to integrate the multidimensional information from dense small
cells into 2D information. The experimental result shows that UBSM-based VLP can achieve an accuracy of
1.5 cm with a 0.4 m row spacing and 0.35 m column spacing of LED lights.
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Indoor positioning is playing an important role in security
monitoring, object tracking, and indoor navigation. There
are many indoor positioning technologies, such as ultra-
wide band (UWB), radio frequency identification (RFID),
wireless local area network (WLAN), and Bluetooth[1].
However, they all have limitations. RF-based positioning
technologies are not secure as the RF signals can penetrate
walls. The high cost of UWB equipment makes it unsuit-
able for broader use. The spectrum that Bluetooth uses is
unlicensed and is vulnerable to interference from a wide
range of signal types using the same frequency.
An unprecedented opportunity for visible light commu-

nication and visible light positioning (VLP) is brought by
the introduction of white LEDs for illumination and ex-
tensive research has been done[2–16]. Techniques based on
different parameters are applied in VLP. The angle of
arrival (AOA) is used in Ref. [7], and the simulation re-
sults show that the average localization accuracy is on
the order of 0.2 meters. In Ref. [8], an VLP system based
on time differences of arrival (TDOA) can achieve an es-
timation accuracy of 3.6 cm on average in the simulation
and the impact of multipath effects on the theoretical ac-
curacy of time of arrival based indoor VLP positioning
system is analyzed in Ref. [9]. In Ref. [10], the combination
of visible light and an accelerometer achieves an average
position error of less than 0.25 m. However, the methods
mentioned above are sensitive to the light intensity super-
position that appears in uniform illumination，so user ac-
cess[11,12] and scheduling[13] may need to be considered. In
order to solve this problem, the multiple-input multiple-
output[14] dual-tone multifrequency technique[15] and
carrier allocation[16] are used, which achieve the average
estimated position error of 1, 1.6, and 7 cm, respectively,
in the experiment, but limitations still exist for dense small
cell deployment that may appear in large public facilities
like airports.

United block sequence mapping (UBSM)-based VLP is
proposed in this Letter for dense small cell deployment.
Considering that specific positioning messages can be sent
suitably combined with the layout of the LED lights,
UBSM-based VLP integrates the multidimensional infor-
mation from dense small cells into 2D information corre-
sponding to the position on the detection surface, namely,
dimension reduction. Three positioning determination
mechanisms, mapping table mechanism (MTM), mapping
function mechanism (MFM), and approximate calculation
mechanism (ACM) are proposed to get the position from
the measured values.

In this Letter, the effect of white Gaussian noise can be
eliminated by multiple sampling as its mean value is
zero[17]. The diffuse channel gain can be measured previ-
ously for a given room and the proposed positioning
scheme does not require a high modulation speed, so
the effect caused by the multipath link can be omitted,
according to Ref. [17].

The proposed positioning scheme can work when the
layout of LED lights is hexagonal or rectangular. Only rec-
tangular layout is discussed in this Letter due to the page
limit. A hall ðLm×Wm× HmÞ is assumed for the later
analysis. The LED lights are installed at the height of
Hm horizontally. Each LED light can consist of several
LED chips. The receiver is laid at the height of hm hori-
zontally. There are M × N LED lights (M rows and N
columns). LEDi;j represents the LED light in the ith
row and the jth column with the coordinate ðxj ; yi ;HÞ.
The receiver position is ðx; y; hÞ. In this Letter, H and h
that should be measured in advance so, ðxj ; yi ;HÞ is short-
ened to ðxj ; yiÞ and ðx; y; hÞ is shortened to ðx; yÞ.

The x–y plane is divided into small grids (M rows andN
columns), according to the layout of the LED lights. The
positioning frame format is used to construct the mapping
relationship. We design the frame format as concise as
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possible, which will help make the frame more suitable to
work with other functions and simplify the frame process-
ing design of the receiver. Bit stuffing is used to guarantee
that the synchronization head can be detected correctly.
2-pulse position modulation can be used to avoid nonuni-
form illuminance distribution. All the LED lights transmit
the positioning frame simultaneously.
The positioning frame consists of the following five

parts: the synchronization head, the total number of rows
ðMÞ, the total number of columns ðN Þ, the row index (RI),
and the column index (CI). Before bit stuffing, the bit
numbers of the five parts are 8, 8, 8, M , and N , respec-
tively. The most effective parts of the frame format are
RI and CI. They are closely linked with the position of
the LED lights. RI and CI are set to have a variable length
in order to adapt to the different LED light layout for dif-
ferent rooms. In order to decipher these two parts cor-
rectly, the other three parts are needed. The function of
the synchronization head is to help the terminal recognize
the beginning of the positioning frame. We use the typical
‘01111110’ as the synchronization head. For the second
third parts of the frame,M and N are expressed in binary.
The maximum value of M and N are both ð28 − 1Þ, which
is enough even in a large public facilities. Their function is
to help terminals determine the boundary of RI and CI. RI
and CI both have 2 framing modes as Table 1 illustrates.
Each bit costs one bit time slot to transmit.
There are six adjacent ‘1’ bits in the synchronization

head and bit stuffing is used to ensure that this pattern
can never occur in the other parts of the positioning frame.
In this Letter, the bit stuffing rule is made below. For the
second and third parts, ‘0’ is inserted after the 4th and the
8th bit and the bit number is extended to 10. For RI, take
every 5 bits as a section. If M is not divisible by 5, the bit
number of the last section is less than 5. Insert a bit ‘0’
after each section. The rule for CI is similar. Figure 1
illustrates the general design of the positioning frame for-
mat before and after bit stuffing.
Figure 2 illustrates the positioning frame of LED2.7

(M=11, N=7) before and after bit stuffing. The bits in
red are inserted for bit stuffing.

The received signal strength (RSS) of each bit time slot
of RI or CI needs to be summed and then divided by the
RSS of the last bit time slot of RI or CI. RSSi;j represents
the RSS of LEDi;j and the relevant analysis can be found
in Ref. [18]. The processing of RI or CI for point ðx; yÞ can
be expressed concisely in matrix form:

αRðx; yÞ ¼ ðWR � SRÞ∕ðOR � SRÞ; (1)

WR ¼
h
1 2 … M

i
; (2)

SR ¼ ½ SRow1ðx; yÞ SRow2ðx; yÞ … SRowM ðx; yÞ� T ;
(3)

OR ¼
h
1 1 … 1

i
; (4)

SRow iðx; yÞ ¼
XN
j¼1

RSSi;j ; (5)

where αRðx; yÞ is the rowmapping result at point ðx; yÞ, SR

is an M × 1 matrix and its element, SRow iðx; yÞ represents
the RSS from the LED lights in the ith row, the ith
element of WR is equal to the number of bit ‘1’ in RI
for the LED lights in the ith row and in this Letter it is
a vector with elements of 1 toM , and OR is an all-1 vector
with a size of 1 ×M .

αC ðx; yÞ ¼ ðWC � SC Þ∕ðOC � SC Þ; (6)

WC ¼
h
1 2 … N

i
; (7)

SC ¼ ½ SCol 1ðx; yÞ SCol 2ðx; yÞ … SColN ðx; yÞ� T (8)

Table 1. Frame Modes.

RI of ith Row

RI frame mode ‘1’ position ‘0’ position

‘Rþ’ last i first (M − i)

‘R−’ last ðMþ1− iÞ first (M − i)

CI of j column

CI frame mode ‘1’ position ‘0’ position

‘Cþ’ last (j) first (N − j)

‘C−’ last (Nþ1− j) first (j−1)

‘R+’‘C+’ frame is used in the remainder of the Letter.

Fig. 2. Positioning frame of LED2;7 (M ¼ 11, N ¼ 7).

Fig. 1. General design of the positioning frame.
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OC ¼
h
1 1 … 1

i
; (9)

SCol jðx; yÞ ¼
XM
i¼1

RSSi;j ; (10)

where αC ðx; yÞ, SC , SCol iðx; yÞ, WC and OC are similarly
defined as αRðx; yÞ, SR, SRow iðx; yÞ, WR, and OR.
Solving ðx; yÞ from αRðx; yÞ and αC ðx; yÞ is difficult.

Hence, we propose three mechanisms, MTM, MFM and
ACM, to solve this problem. Notably, αRðx; yÞ for a
certain x and αC ðx; yÞ for a certain y in the positioning
area has to be monotonical to guarantee one-to-one
correspondence.
The fingerprint database mechanism (FDM)[19] and

three proposed mechanisms are explained here. αRm and
αCm are the row and column mapping results for a certain
point calculated by the measured RSS. Suppose that there
are mm row sample nodes and nn column sample nodes.
The fingerprint database contains ðmm × nn ×M ×

NÞRSS as the RSS of each LED light for each sample node
needs to be recorded. Choose the position of the sample
node that has the minimum mean square error (MSE)
between the measured RSS and the corresponding offline
M × N RSS as the receiver position.
The first step of MTM is to establish the database.

There should be (mm × nn) values calculated by αRðx; yÞ
and (mm × nn) values calculated by αC ðx; yÞ, which con-
stitutes αR matrix (mm × nn) and αC matrix (mm × nn).
The mm ordinate values and the corresponding row map-
ping results are stored in row mapping table (r-MT) and
the corresponding row mapping results ðmm × 1Þ are row
average values of αR matrix ðmm × nnÞ. The column
mapping table (c‐MT) can be obtained in a similar
way. After this step, the scale of the database can decrease
to ðmm þ nnÞ, which leads to a faster positioning.
Notably, the generation step limits the accuracy because
the elements of αR matrix in a row or αC matrix in a
column are similar but not the same and the smaller
ð∂αRðx; yÞÞ∕∂x and ð∂αC ðx; yÞÞ∕∂y are, the more accurate
the positioning results can be obtained. Finally, the
receiver position ðx; yÞ is determined by r-MT and c-MT.
The performance of MTM is dependent on the scale of

the database; in other words, the spacing of the sample
nodes. The larger the database is, the better the accuracy
performance is, but the time it costs is longer and the stor-
age it needs is larger. Therefore, MFM is proposed. Row
mapping function (r-MF) and column mapping function
(c-MF) can be generated by MTs. The dependent variable
is abscissa x or ordinate y and the independent variable is
αR or αC . The MFs can be fitted into certain polynomial
functions. In order to equilibrate the system complexity
and the positioning accuracy, the degree of polynomial
functions should increase until the MSE between MTs
and the corresponding values calculated by MFs decreases
to the acceptable level. In the remainder of this Letter,
MFðkÞ represents the degree of MF k and MFMðkÞ

represents MFM using MFðkÞ. Notably, MFMð2k − 1Þ
andMFMð2kÞ, (k ≥ 1) are nearly the same for symmetrical
layouts. Finally, x is calculated by substituting αCm into
(c-MF) and y is calculated by substitutingαRm into (r-MF).

Both MTM and MFM need offline training, which is
hard to implement when the positioning area is large,
so ACM is proposed. Figure 3 illustrates its procedures.
The receiver position ðx; yÞ should be calculated from
αRðx; yÞ ¼ αRm and αC ðx; yÞ ¼ αCm, which is a difficulty.
In order to solve this problem, both the Newton–Raphson
method and binary search method are used in ACM.

In ACM, x and y are obtained one by one from f C ðxÞ ¼
0 and f RðyÞ ¼ 0, where f C ðxÞ and f RðyÞ are defined as

f RðyÞ ¼ αRðxs; yÞ− αRm; (11)

f C ðxÞ ¼ αC ðx; ysÞ− αCm; (12)

where xs and ys are the selected values to ensure x and y
can be solved separately. x0, the initial value of xs, is cal-
culated by Eq. (13) in ‘C+’ frame or Eq. (14) in ‘C−’
frame. y0, the initial value of ys, is calculated by
Eq. (15) in ‘R+’ frame or Eq. (16) in ‘R−’ frame.

x0 ¼ minðxÞ þ ðmaxðxÞ−minðxÞÞ
ðN − 1Þ � ðαCm

− 1Þ; (13)

x0 ¼ maxðxÞ− ðmaxðxÞ−minðxÞÞ
ðN − 1Þ � ðαCm

− 1Þ; (14)

Fig. 3. Procedures of ACM.
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y0 ¼ minðyÞ þ ðmaxðyÞ−minðyÞÞ
ðM − 1Þ � ðαRm

− 1Þ ; (15)

y0 ¼ maxðyÞ− ðmaxðyÞ−minðyÞÞ
ðM − 1Þ � ðαRm

− 1Þ; (16)

Each pair of iterations in the Newton–Raphson method is
implemented as

xn ¼ xn−1 −
f C ðxn−1Þ
f C ðxn−1Þ0

; n ≥ 1; (17)

yn ¼ yn−1 −
f Rðyn−1Þ
f Rðyn−1Þ0

; n ≥ 1: (18)

xs and ys are updated by xn and yn. These steps repeat
until f C ðxsÞ and f RðysÞ are close enough to 0 or
n ≥ n max , where n is the number of iterations and
n max is the maximum number of iterations.
In the iteration, boundary detection is needed to avoid

converging to another root outside the positioning area.
Once xn or yn is out of the positioning area or

n ≥ n max , a binary search is used to find the position.
In the binary search, the range of x is xl ≤ x ≤ xr and
the range of y is yl ≤ y ≤ yr . xl is initialed as minðxÞ, xr
is initialed as maxðxÞ, and xs is always ðxl þ xrÞ∕2. yl is
initialed as minðyÞ, yr is initialed as maxðyÞ, and ys is
always ðyl þ yrÞ∕2. In every iteration, either xl or xr
is updated by xs and either yl or yr is updated by ys.
The stop condition for the binary search is the same as
for the Newton–Raphson method ðxs; ysÞ, which is the
positioning result.
In the simulation, the room size is 20 m × 20 m × 6 m

to simulate a large indoor venue where dense small cells
are more likely to occur. The LED lights are installed
at the height of 6 m. The height of the receiver is
0.85 m. There are 10 × 10 LED lights. In order to quanti-
tatively describe the superposition for dense small cell de-
ployment, the degree of superposition (DOS) is defined as
the number of LED lights whose light can be detected at
that point. Figure 4(a) shows the distribution of the
normalized received optical power and the layout of the
LED lights. Figure 4(b) shows the DOS on the detection

surface. As seen in Fig. 4, the illumination is uniform in
most parts of the room and the DOS can even reach
65, which makes many existing VLP methods unsuitable
to use. The details of the parameters in the simulation are
summarized in Table 2.

For ease of comprehension, data processing of RI is illus-
trated in Fig. 5. The RSS of each bit time slot of RI needs
to be summed and then divided by the RSS of the last bit
time slot of RI.

In the simulation, the performances on accuracy, time
cost, and storage cost are compared among FDM, MTM,
MFM(1), MFM(3), MFM(5), MFM(7), MFM(9), and
ACM. The performance accuracy is evaluated by the mean
distance error (MDE). The storage cost is evaluated by the
scale of the database. The spacing of sample nodes is
0.5 m. 100 detection nodes are randomly generated on
the detection surface. Table 3 shows the simulation results.

ACM achieves the best accuracy performance of these
mechanisms and its positioning accuracy reaches 10−5 m

Fig. 4. (a) Distribution of the normalized received optical power
and the layout of the LED lights. (b) The DOS on the detection
surface.

Table 2. Simulation Parameters

Semi-angle at half power (deg.) 20

column spacing of LED lights (m) 2

Row spacing of LED lights (m) 2

Number of LED lights 100 (10 × 10)

LED installation height (ceiling height) (m) 6

FOV at a receiver (deg.) 60

Detector physical area of a PD (cm2) 1.0

Gain of an optical filter 1.0

Refractive index of a lens at a PD 1.5

O/E conversion efficiency (A/W) 0.53

Fig. 5. Data processing of RI.

Table 3. Performance Comparison

MDE (cm) Time cost(s) Storage cost

FDM 18.213 1.1074 × 10−2 41 × 41 × 100

MTM 18.298 6.8763 × 10−5 41þ 41

MFM(1) 33.2165 2.1564 × 10−4 2 × 2

MFM(3) 18.918 1.5798 × 10−4 4 × 2

MFM(5) 9.8284 1.4348 × 10−4 6 × 2

MFM(7) 4.7849 1.4898 × 10−4 8 × 2

MFM(9) 3.0163 1.4710 × 10−4 10 × 2

ACM 8.33 × 10−3 1.4526 × 10−3 0
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level. FDM and MTM achieve the same accuracy level of
0.2 m. For MFM of different degree, the larger the degree
is, the better the accuracy performance can be obtained
and MFM(9) can reach 10−2 m level. Although FDM
and MTM achieve the same accuracy level, FDM costs
the most time and MTM costs the least time. The time
cost by MFM is in the order of 10−4 s and ACM costs
a little longer time of 10−3 s. The storage cost of ACM
is zero because it does not need a database. The storage
cost of MFM is dependent on the degree and is not much.
The storage cost of MTM and FDM are both relevant to
the number of row sample nodes and column sample
nodes. However, FDM always costs the most storage,
which is ðmm � nn �M �N Þ, while the storage costs by
MTM is only ðmm þ nnÞ.
Note that the above discussion is on the condition that

the spacing of sample nodes is 0.5 m for FDM, MTM, and
MFM. If the spacing of sample nodes decreases the accu-
racy performance will be better. However, the more the
sample spacing decreases, the harder the offline training
becomes. The proposed positioning scheme is designed
for the 2D scenario. In addition, only 3–5 cm error increase
may occur if the difference between the actual height and
the assumed height is 20 cm, according to the simulation,
which is still acceptable for indoor positioning.
A concise experiment is implemented to prove the

feasibility. The layout of the LED lights is 2 × 2 and
H − h ¼ 0.55. The row and column spacing of the
LEDs are 0.4 and 0.35 m, respectively. Four LED lights
are installed at (0.10,0.09), (0.10,0.49), (0.45,0.09), and
(0.45,0.49), respectively. The spacing of sample nodes is
10 cm and the spacing of detection nodes is 5 cm. Each
LED light consists of 7 LED chips (LUW JNSH.PC-
CPCR-5C8 E-1). A commercially available APD (Hama-
mastu C12702-12) is used to detect the optical signal. The
effective area of the APD is 7.0 mm2. Figure 6 shows the
experimental setup.
Figure 7 and Table 4 show the experiment result, which

is nearly in accord with the simulation result. In Fig. 7, the

pentacles represent the actual positions and the circles re-
present the estimated positions.

As seen in Fig. 7 and Table 4, FMD and MTM perform
the worst in the aspect of accuracy as the spacing of sam-
ple nodes is not small enough. However, the time cost by
FDM and MTM are less than the other mechanisms
because the experimental positioning area is small, which
also makes the storage cost by FDM acceptable. MFM(3)
gets a rather accurate positioning result with the MDE
of 1.1929 cm, which is better than MFM(1) and MFM(2).
The MDE of ACM is 1.4598 cm and the main reason is
that ACM is more sensitive to parameter error.

Fig. 6. (a) Control circuit of LED lights, (b) the full view of the
experimental setup, (c) the APD (d) the signal of one LED light
(yellow), and the received signal (blue).

Table 4. Performance Comparison in the Experiment

MDE (cm) Time cost (s) Storage cost

FDM 4.2678 1.8635 × 10−5 6 × 6 × 4

MTM 4.2678 1.1162 × 10−5 6þ6

MFM(1) 2.0060 4.8981 × 10−5 2þ2

MFM(2) 1.9300 3.7259 × 10−5 3þ3

MFM(3) 1.1929 3.9496 × 10−5 4þ4

ACM 1.4598 1.1 × 10−3 0

Fig. 7. Position results of (a) FDM, (b) MTF, (c) MFM(1),
(d) MFM(2), (e) MFM(3), and (f) ACM.
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In conclusion, UBSM-based VLP is feasible for dense
small cell deployment. Moreover, the three proposed
positioning determination mechanisms should be adopted
according to the size of the positioning area. ACM is more
suitable for large area positioning as it does not require
offline training to get the database, whereas MTM and
MFM are more suitable for small area positioning as they
are more robust for parameter error.

This work was supported in part by the National 973
Program of China (No. 2013CB329205) and the National
Science Foundation of China (No. 61401032).
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